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TWO CONCEPTS OF RELEVANCE AND THE EMERGENCE OF MIND

Linguistic pragmatics studies how language is used in situations. Within this 
field, the concept of relevance accounts for how participants communicate. 
Sperber and Wilson (1995) developed a cognitive theory of communication: 
a technical concept of relevance, which I will call ‘cognitive relevance’. 
In this essay, I propose another mathematical concept of relevance within 
information theory (Cover and Thomas, 2006). This concept of ‘algorithmic 
relevance’ governs how the mind-brain works as an information processing 
system. But it might also explain the emergence of the higher functional levels 
where cognitive relevance applies. Using the two approaches to relevance, we 
can better relate cognitive, informational and physical descriptions of brain 
functioning, especially with respect to language and communication. 

Cognitive Relevance

Relevance theory claims that all cognitive processing is governed by relevance. This is a 
property of an input stimulus to an individual. Stimuli are more or less relevant depending 

on the amount of positive cognitive effect they have, relative to the processing effort required to 
gain those effects. The relevance of an input to an individual is a trade-off between the degree 
of processing effort required for contextual effects and the degree of positive impact these 
have on the individual, improving their representation of the world. The more effects, the more 
relevance; the more effort, the less relevance. Therefore, the input that is maximally relevant to 
an individual is that which has the most positive cognitive effects for the least effort.

Sperber and Wilson (1995, p. 260) proposed a cognitive principle of relevance such that 
human cognition is geared to maximize relevance. This is then more specifically applied to 
ostensive-inferential communication. How does the mind-brain comprehend an utterance or 
action when this is intended to communicate a specific message? (I am referring here to speakers 
and hearers, although this explains any communicative behaviour.) The hearer’s starting point 
is an utterance which is ostensive – it is obvious that to be relevant it must be taken as a 
communication. It conveys communicative intent. This, in turn, guarantees that the actual 
message, the speaker’s informative intent, is optimally relevant.

The issue is how a hearer determines optimal relevance and so arrives at the speaker’s informative 
intent. To do this, the hearer creates a context from which to draw inferences – contextual 
implications – about the input. This context is constructed by employing the information from 
their mental encyclopaedia which is most accessible. In this new context, guided by relevance, 
they deduce the speaker’s intended message, their informative intent. This is whatever is 
optimally relevant, has sufficient positive cognitive effects achieved with least cognitive effort. 
We have a high-level cognitive theory about how the mind works. 

To illustrate; a speaker says: ‘Free me from all this red tape’.

Imagine a context where the speaker is a developer talking to an assistant about a planning 
application. The utterance is ostensive, therefore has optimal relevance and informative intent. 
The hearer first has to use the context to explicate the sentence uttered and grasp its content. 
They will probably infer that the word ‘free’ implies, with respect to the application, ‘free from 
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these planning regulations’. In the context, they also probably infer from ‘all this red tape’ that 
these same regulations are an unnecessary bureaucratic constraint on the speaker. That is the 
content of the speaker’s informative intent.

Given the imperative input, ‘Free me …’, slightly more effort determines the speaker’s 
propositional attitude, their desire. And, since red tape cannot be evaded, this is taken only 
as a wish. The hearer gains enough new information for least effort, so the speaker’s intent is 
grasped. More information would cost more and not be worthwhile.

Why Develop this Alternative Formulation of Relevance?

This essay presents an alternative, information-based, concept of relevance. There are two 
motives for this. The first is straightforward. Cognitive science generally presupposes the 

brain is literally an information processing system. Therefore, it is useful to relate Sperber 
and Wilson’s cognitive relevance to information processing. Sperber and Wilson themselves 
use the term ‘information’. Informational analysis also makes relevance more explicit, because 
it is quantitative, and much less abstract – closer to the physical – than a purely cognitive 
description. Indeed, the brain events which implement information processing and from which it 
has emerged, are physically shaped by and model the environment. The informational approach 
inter-theoretically reduces Sperber and Wilson’s terms ‘cognitive effects’ and ‘processing effort’ 
into quantities of new information and relative complexity of programs, respectively.

The second motive is to generalize the notion of relevance. This is because the concept 
becomes independent of both psychology and of semantic content or ‘meaning’. Relevance of 
information is a purely mathematical concept. It applies to systems in general. We can study 
it in any system that has events as input and which step by step derives output to achieve the 
function of the system – it can be modelled by a Turing machine. We can measure the degree 
of relevance of input to any system. Being independent of ‘meaning’, systems operate ‘blindly’. 
Yet the reformulation captures the essence of Sperber and Wilson’s insight.

Since relevance governs the operation of any system that can be computationally modelled, as I 
believe all natural systems can be, we can explore the role of relevance in system change. And 
thus, we gain a new approach to emergence, to innovative system change.

Information

The alternative algorithmic concept of relevance is defined in terms of quantity of information, 
so we must sketch out what this means. The concept of information is abstracted from 

semantic content. It is about pure pattern, hence a mathematical concept (Shannon and 
Weaver, 1964). Accordingly, if we can define relevance in terms of information, it is also a 
mathematical concept. This is attractive because the mind-brain – a physical system – blindly 
gains the information it needs from its environment to serve its functioning. At this physical level 
of description, operations are ‘mindless’. ‘Mind talk’ re-represents that physical phenomenon 
under an emergent higher-level cognitive description. A question then is how does information 
processing by this purely physical system ‘gain’ content, have human experiences, become 
mind-brain? My hypothesis is that algorithmic relevance within information theory provides an 
answer by explaining how ‘higher’ levels emerge from the functioning of the physical system.
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What is quantity of information? It measures the probability of an event – a source situation 
– to a receiving system. The source is any situation type in which there are, minimally, two 
alternative possible events forming a system. A toss of a fair coin is used as an example. The 
possibilities at the source in this case are heads or tails, equi-probable if the coin is fair. New 
information is gained by a receiver if the resolution of the possibilities, whether heads or tails, 
is co-dependent with an equivalent change in the receiver. In the resolution of possibilities – 
the transition from possible to actual – the amount of information is reduced at the source and 
gained at the receiver. (Something has happened: not this, but this.) The amount of information 
gained by the receiver is the ratio between the number of contrasting possibilities existing at the 
source before and after the message is transmitted. Information is a measure of this narrowing 
of the possibilities at the source. The co-dependency itself is the ‘channel of communication’. 
(This is to be distinguished from ‘the medium’, which is how transmission takes place.) In 
the simplest situation, the event of flipping a fair coin, one bit (binary digit) is the quantity of 
information transmitted; heads is 1 and tails is 0. Bits are necessary because we are dealing 
with two contrasting possibilities, a system of possibilities broken down into binary choices. 
There are more complex illustrations of information in Cherry (1966) and Dretske (1981, pp. 
4f.) and yes/no possibilities are beautifully modelled by the game of 20 Questions (Cover and 
Thomas, 2006, p. 6).

We can make the situation more complicated by measuring the amount of information in bits 
with respect to successive events. Consider three tosses. Employing 0 and 1 for each toss, the 
number of possibilities can be represented by eight strings of three symbols. The average amount 
of information for each string in this equi-probable system is three bits. One can elaborate the 
examples using one die, where each die has six equi-probable possibilities, and then two dice, 
and so on, and any number of throws of the dice.

So far, the examples have involved equi-probable events. But most source situations consist of 
events with differing probabilities. Then, the average amount of information in the whole set 
differs from that of an individual string. Nevertheless, the information in an individual string is 
also measurable: it is the inverse of the probability of that string’s occurrence. An improbable 
string conveys more information than a probable one. Information is the negative log of the 
probability.

Now apply this to a more complex example; a series of inputs from a source with two variable 
properties, fire and smoke. We code the systemic possibilities as fire (= 1) or no fire (= 0) 
and smoke (= 1) or no smoke (= 0). Let us assume: first, three instances; second, all the 
combinations are equi-probable. In that scenario, it would require 64 strings of six symbols 
to represent the total number of possibilities multiplied by the three instances. The average 
information for a string in this whole string set is six bits.

Now let us assume that some strings are more probable than other strings: where, in all three 
instances, smoke is 1 and fire is 1 and no smoke is 0 and no fire is 0 – mutual information. 
The amount of information in an individual signal can now be calculated – the inverse of its 
probability. Highly probable strings contain relatively less information depending on how often 
they have occurred out of all possible occurrences. Consider the alternative. If the improbable 
string occurred – smoke 1 and fire 0 – much more information would be gained by the receiver. 
I have simplified the example by leaving out the important questions of noise and redundancy. 
Information that the receiver already has affects the probability of the message for them and 
hence the quantity of new information they gain. If that is so, then it follows that the amount of 
new information gained by more instances of smoke 1, fire 1, is very low indeed. 
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Suppose that smoke 1, fire 1 is categorical, with a probability of 1; this does not mean that this 
situation is certain. That is just an appearance. Signals vary in probability between 1 and 0. 
But unless we specify a fixed number of instances, there is no limit in principle to the number 
of instances. Smoke 1 and fire 0 may someday contingently appear; the probability always 
approaches 1 but never reaches it.

What is important so far is that the calculation of amount of information is due to the probability 
patterning in data, independent of content or causation. Nevertheless, information gained about 
the source by the receiver is a real measurable quantity. It is no more occult than any other 
mathematical quantity.

Relevance as Algorithmic Complexity

Let us propose a general principle of relevance, modelled on Sperber and Wilson’s cognitive 
principle of relevance; namely, that in their procedures all information processing systems 

are designed to maximize algorithmic relevance. The algorithmic relevance of an input to a 
receiving system is the inverse of the degree of its algorithmic complexity for that system. 

The notion of algorithmic complexity was developed independently by Andrei Kolmogorov 
(1965) and Gregory Chaitin (1966). It is usually called ‘Kolmogorov Complexity’, henceforth 
K-complexity (Aaronson, 2011; Gleick, 2011; Hunter, 2007; Cover and Thomas, 2006). The 
degree of algorithmic complexity of a string of data is a measure of the length of a description, 
bit by bit, which a universal Turing machine requires to specify that input. Cover and Thomas 
(2006, p. 3) write, ‘the complexity of a string of data can be defined by the length of the shortest 
binary computer program for computing the string. The complexity is the minimal description 
length. This definition of complexity turns out to be universal; that is, computer independent, 
and of fundamental importance’.

K-complexity also equals Shannon information: the longer the description, the greater the 
input’s K-complexity and the quantity of information. A description that was of equal length to 
the input would be maximally complex. It would also contain maximal information. Such input 
would be random, without pattern. Descriptions shorter than the input are shorter because they 
contain rules that capture generalizations about the data. Because of this, patterns enable 
data compression which reduces the length of the program. This reflects the fact that the 
string is less complex and contains less information. Since degree of relevance is the inverse 
of K-complexity, for any program, maximally relevant inputs are those which are derived by 
the shortest description and contain the least information. But this particular information is 
that which is most relevant to the program. It is exactly what is minimally needed for what the 
program is for – the function it performs in a containing system.

One important class of pattern involves properties which occur equi-probably and therefore 
always convey exactly the same amount of information. When this informational relationship 
is a temporally ordered, law-like regularity, e.g. fire and smoke, it is categorized as causal, 
however that is interpreted. True causal relationships are most effective for prediction. But 
any pattern enables descriptive compression. For example, consider an input string of English 
letters, CHAIRMITTE. An algorithm designed to specify a procedure to rearrange these letters 
to form any English word, with no other information available to the program, would be longer 
than one which utilized the prior information that the set of letters can be rearranged to form 
‘arithmetic’ (adapted from Goldreich and Wigderson, 2008, p. 580). 
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The regular fire-smoke pattern in our example must make a program truly describing it shorter 
than a mere list. Because of this, our data is less K-complex. Since the degree of algorithmic 
complexity measures the information in the input, the program does so too: the longer the 
description, the more information; the shorter the description, the less information. This can 
be summarized by saying that the information in a binary string is the length of the shortest 
program that specifies it on a universal Turing machine.

Complexity in Context

Our next step is to relativize the K-complexity of an input to specific contexts. A string of data 
is K-complex for a particular program. Different programs embody differing information 

about input data depending on what the program is for. They embody exactly the information 
that is maximally relevant – what is minimally needed for the input to fulfil whatever function 
is served by the program within a containing system. Let us define this as a context. A context 
is a program which serves a function within a containing system. (Let us call a context, a 
C-program.) The K-complexity and hence amount of information in a string therefore can be 
measured for each C-program. It is what is most relevant with respect to its function in context.

C-programs are compressed according to the functionally efficacious patterns in the data 
they embody, only some of which are causal law-like regularities, e.g. the smoke-fire system. 
C-programs can be ‘hard wired’ as the result of natural or artificial selection. Alternatively, a 
receiving C-program could learn from new input and revise patterns of data already accessible to 
it in a memory, and henceforth process new data accordingly. It could revise expected probabilities 
of the input and thus amount of information gained. In artificial systems, the C-program is the 
software. The key point is that input data’s K-complexity is relative to C-programs. Whatever 
its origin, whether a true general law or a heuristic short cut, compression determines length, bit 
by bit. The shorter the description, the more relevant that input is to that C-program’s function. 
Relevance can be mathematically stated as a precise quantity.

The degree of relevance of a specific input string for a receiving system is inversely proportional 
to its algorithmic complexity for that system’s C-program.

How Selection Works

This principle offers a general theory of selection. Faced with alternatives, systems select 
the most relevant option in a context/C-program. This is the option that can be derived 

with the least algorithmic complexity by the program, thus with minimum information, just that 
information necessary and sufficient to serve some function. This is a function, by accident or 
design, efficacious for the system, something that sustains it in being or facilitates its better 
operation or adaptation. Darwin’s natural selection is a special case.

It is this efficacious function of the results of blind selection that gives adaptive evolution its 
teleological character. Any selection must have a function, a telos, that of the context/Cprogram 
which performs it. This efficacious function is what motivates the C-program; its accidental 
but functional employment of the law-like regularities that, of the available alternatives, best 
enables compression. We see how and why law-like regularity blindly generates new functionality 
or innovative system change. ‘Adaptation’ is synonymous with ‘relevant’.
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Sources of Variability

Selection falls into types according to the sources of variability. First, there may be variation 
either in the available input or between members of a population of systems. This changes 

what is most relevant. Given such options, some systems will be able to process in a more 
efficacious way, generating a new function or improving the performance of an old function. 
Second, there can be variation in context/C-program. Random changes in DNA provide one 
example. Furthermore, for complex learning systems with rich, accessible databases or memories, 
variation is internally available because the system’s context/C-program can run using different 
internal data; in effect a choice between different contexts/C-programs. For example, a chess-
playing program can recognize a new board input as a situation it has encountered before and 
for which it can access what previously proved the best next move. From variation, systems 
automatically choose the most relevant. This has nothing to do with content, only with quantity 
of information. This is a purely mathematical account of self-organization applicable to any 
system.

How Emergence Works

Such dynamic selective scenarios lead to emergence. From the range of available variables 
from whatever source, the system must select the most relevant leading to phenotypical 

functional success. Because of this, the option chosen, the innovative context/C-program 
becomes newly established. This excludes alternatives within the system and the population. 
Although the outcome is determined, to the degree that variability is random, it is unpredictable. 
Although each selection is based on a minimal number of steps and least quantity of information, 
the population of system of systems inevitably develops towards increasing structural and 
behavioural complexity. With this increase emerge new system properties, unpredictably. 
These have facilitated the functional efficacy, or are by-products of it. Newly emergent regular 
properties in turn provide new opportunities for future compression.

The increasingly complex modular system of systems is organized hierarchically. As each new 
level emerges containing already established regularities at a now subordinate level, these lower 
sub-systems perform efficacious innovative functions for the whole. This improves its functioning 
in its environment. The whole process is accidental and opportunistic. The grammatical and 
lexical features of language are examples. In general, communicators could refer to more 
complex situations and thus function better when they produce sentences rather than simply 
phrases or words – though phrases and words have constitutive functional roles in sentences.

Data ultimately consists of unique events. Categorization is the result of which sets of events, 
opposed to all other events, serve the emergent function. The categorization of lower levels of 
data at successively higher levels is a universal of complex systems. From an analytic point 
of view, taxonomic hierarchy is the inevitable result of successive re-representations of one 
category by another to serve various functions that can only be accomplished at one level. 
Relations between these categories automatically lead to the deductive relations – probabilistic 
or not – that characterize the explicit steps of programs. In this way, general categories minimize 
steps, compressing quantity of information. So categorization is a form of compression. This 
is illustrated by our fire-smoke example. The recognition of events as members of two distinct 
lower level categories is presupposed by the higher level categorization which correlates the 
two categories in the predictive hypothesis; if smoke, then fire. Being virtually categorical, this 
has a very low and therefore highly relevant quantity of information. It is easy to see how in 
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the context of complex mobile systems it would be functional to gain this information. It 
could become ‘instinctive’, part of a program, or learned, stored in memory.

Emergence of Mind

Innovative system change or emergence is a result of selection governed by relevance 
as algorithmic complexity. This can be applied to how the mind naturally emerges 

from the brain, where a brain is a physical object and the mind is its functioning as an 
information processing system with respect to its environment.

At the brute physical level of physics, I assume that the brain is a patterning of events 
which occur with given probabilities, so contain potential information. At a deeper 
physical level this emerges from the brain taken as an entropic, thermodynamic system. 
If for the most part brain processing is not digital in its electrochemical structure, then 
at the informational level the brain is an analog computer. This is a physical system 
which solves mathematical problems where the input is a flow of continuous variable 
data. Any process of this kind can be digitized and so measured as information. Given 
this, brains are physical systems which process information in the technical Shannon-
Kolmogorov sense. This information has, accidentally and blindly, come to enable the 
whole organism to function optimally with respect to its environment. The physical 
analog and informational digital descriptions are related without inconsistency.

I have assumed so far that lower level Shannon-Kolmogorov information processing 
is independent of content. However, implicit content does arise whenever input data 
serves a function. This idea of ‘primitive intentionality’ is suggested in Dretske (1980). 
A receiving system with a C-program can be said to be ‘about’ the pattern in the data 
which it selects. An observer can describe the relation using intentional language – 
information gains genuine intentionality. For example, the light sensitive cells that 
control stoma in photosynthesis can make a mistake faced with artificial light. An 
observer can describe this as a false belief, generating an ‘opaque context’ – ‘the leaf 
believes that the sun has risen’. This is the reason why it has opened the stoma. Although 
‘primitive’, this behaviour appears intelligent. The new information gained is relevant to 
the leaf because it contains the minimal information necessary for its functioning. We 
can describe this as a ‘representation’. 

The same idea lies behind Peirce’s indexical signs or Grice’s natural meaning (Jacob, 
2014). The J. R. Firth-Malinowski dictum that meaning is function in context expresses 
a related notion. As physical systems gain intentionality and can be assigned ‘explicit’ 
truth-conditional content, we can talk of the emergence of ‘mind’. This clearly is a 
matter of degree. Finally, when systems can publicly re-represent their own processing 
to the degree that is useful, as our human observer has done, then we can talk of full 
human intentionality. This constitutes ‘mind’, as Brentano claimed (1874/1995). Our 
theory does not engage with the ‘hard problem’ of consciousness.

Evidence from Cognition

The above theory is remarkably consistent with the work of Andy Clark (1997, 2013; see 
‘Andy Clark’ Wikipedia: The Free Encyclopedia). I will mention three of his themes. 
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First, for Clark the mind-brain is best thought of as a Baysian predictive machine. Such machines 
use probabilistic models to process their input using ‘best guesses’. These are quantities assigned 
to the probability of their current state of knowledge. This ‘best guess’ processing proceeds 
hierarchically. Given our view, probability is also how information is  measured, so the amount 
of information gained from an input equals its probability: very improbable, more information; 
very probable, less information. Thus, the predictions of the most probable categorization of 
input must also be the least algorithmically complex, hence the most relevant to the mind-
brain, given its current context/C-program. In Clark’s terms, this is the minimum information 
needed for action. Clark’s minimum is our most relevant in context, a quantity of information. 
This is solely a matter of brain function, not a prediction with cognitive content. (The iterative 
nature of the predictive processing and the successive assignments may reflect the successive 
‘compressed; re-representations of the system, from bottom-level sensory data, to top-level 
functionally-specialized cortical activity.) 

Second, processing is fast and dirty, employing the least amount of information – the most 
relevant – required for action. The function of a system is ultimately to enable maximally 
relevant action appropriate for each unique context. The role of compression deriving from a 
best approximation to data, (even if in error as in stereotyping) is a by-product of this fast and 
dirty, minimum necessary approach. All that really matters is the function, not the heuristics 
used to achieve it.

As we saw, categorization involves compression (for categorization in cognition and language 
see Rosch, 1973, 1978; Estes, 1994; Taylor, 2003). Categories are sets distinguished on the 
basis of properties. The most successful cognitive approach is prototype theory, pioneered by 
Eleanor Rosch. Prototypes provide criteria for categories. They isolate a bundle of properties of 
an exemplary subset which establishes a norm for a category, a larger set with fuzzy boundaries. 
The ‘prototypical’ type serves as a reference for determining a member of the category. Thus, 
in the larger superordinate set of all furniture, chairs are prototypical at what is called ‘the 
basic level’; in the case of birds, American robins – much like English blackbirds – provide 
the prototype. Less typical subordinate categories are more fine-grained: ‘bed’, ‘sofa bed’ or 
‘coffee table’; ‘ostrich’, ‘goose’ or ‘corvid’. ‘Sheraton chair’, ‘Canada goose’ and ‘European jay’ 
make even finer distinctions. Basic level prototypes are psychologically real. They also reflect 
correlational structures in the world, just to the rough and ready degree necessary to distinguish 
the category from other categories with respect to their use for action, as Clark emphasizes. 
Prototypes compress the amount of information required to distinguish a set into the minimum, 
reducing the complexity of the environment into just what is needed in each context.

Rosch’s theory of how prototypes achieve compression is summarized by Taylor (2003, p. 52). 
He writes:

Rosch argues that it is the basic level categories that most fully exploit the real-world 
correlation of attributes. Basic level terms cut up reality into maximally informative 
categories. The basic level therefore is the level in a categorization hierarchy at which the 
‘best’ categories emerge. To do this, they ‘(a) maximize the number of attributes shared 
by members of the category; and (b) minimize the number of attributes shared with the 
members of other categories’.

In most contexts, the shortest C-program uses the basic level term. This ‘best’ compresses 
the environment into the least information to achieve the function; that is, the shortest, least 
K-complex, C-program.

A third theme explored by Clark is the extended mind hypothesis (Clark and Chalmers, 1998). 
This is the question, ‘Where does the mind stop and the rest of the world begin?’ The hypothesis 
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is that mind is not co-extensive with any one brain. If mental activity is functionally defined, how 
these functions are achieved can involve systems which are ‘outside’ the brain. For example, if 
a mental function is most relevantly achieved using a technology, the mind extends beyond the 
brain. Examples abound; echo-location by radar, running a simulation on a computer, checklists 
and scripts, calculators and slide rules, etc. Cognitive extension also occurs when a mental 
function is best achieved by cooperating brains; by social activities, including communication. 
If brains are literally information processing systems as described above, and mind equals brain 
functioning, then the use of technologies and inter-system communication to achieve these 
brain functions means that the extended mind simply follows as a consequence.

Language and Communication

Successive re-representation, data compression, predictive, fast and dirty processing and 
mind extension are all exemplified by language. We distinguish between language in the 

broad sense – which includes semantic content and its pragmatic and sociolinguistic uses – and 
language in the narrow sense, the patterns that connect physical sound and conceptual meaning. 
Language re-representations must interface logical-conceptual formats with the articulatory and 
acoustic formats that control the specialized activity of speech. That is, it is logically necessary 
that the linguistic system must interface with meaning and sound, levels of logical form and 
phonological form respectively. Language connects sound and meaning.

Phonology wonderfully illustrates data compression. Speech sound is continuous. Physically 
there is no division into segmental sounds or words: no, ‘f – r – e – e … m – e … f – r – o – 
m’. This continuous stream is re-represented in terms of a small number of classes of sounds 
called phonemes that function to distinguish words from one another. The phoneme represents 
compressed information about exactly what is relevant to tell words apart in context (actually 
morphemes, minimal units of meaning), telling specialized arrays of muscles to produce the 
connected speech from which exactly that phonemic information can be extracted. Even 
more significant, phonemes physically consist of organized bundles of acoustic – articulatory 
properties called ‘distinctive features’ drawn from a small universal inventory (Jakobson et 
al., 1969). The key point is that all the information inherent in any speech act, whatever 
its meaning, is ultimately compressed, coded, into a very small universal rule-governed set 
of distinctive acoustic – articulatory properties. The phonological interface has the task of 
decompressing this code to determine the intended morpheme as it functions grammatically or 
lexically. This provides input to computations that connect it to a logical-conceptual structure. 
Because it is rule-governed, it works predictively. 

Some morphemes, such as gender, case or number inflections, only code relevant grammatical 
information to serve as input to syntax, rules of sentence formation. Other ‘lexical’ morphemes, 
called ‘lexical items’, re-represent concepts, some of which are prototypes. As we saw, all 
classification serves a purpose. Categories like prototypes compress information into maximally 
useful clues that will need unpacking in communication. For this to happen, these must be 
mapped onto phonology or gesture and made public.

The job of syntax is to do this mapping of concepts onto sound and put the concepts together 
into thoughts, so that ultimately, in communication, the unique states of affairs that speakers 
intend to specify can be reconstructed by hearers. To do this, the rules of syntax categories 
recursively generate structures which are independent of specific content. They can be used to 
convey any content. This enables speakers to say anything over an infinite range. Participants 
are only limited by their concepts and thoughts. All the information that sentences contain is 
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compressed into a very few general syntactico-semantic patterns which can be used to predict 
only who did what to whom, where, why and when, relative to any arbitrary moment of speech 
and the speaker’s attitude to all this (e.g. ‘Free me of all this red tape’). Utterances, speakers 
in unique times and situations, make this compressed lexical content (e.g. a prototype or event 
schema) and syntactico-semantic information publicly available for pragmatics.

The information available to pragmatics is only such compressed clues. The new information 
gained about the speaker’s intention is only with respect to the hearer’s own expectations of 
what has the highest probability. This is because the hearer assumes it is whatever is the most 
relevant with respect to the context/C-program that is the shortest, the least K-complex, that 
predicts it. This contains the least information because it is the most probable. That has to 
be what the speaker intended. This is guaranteed by the general principle of relevance. If they 
intend to communicate at all, the speaker and hearer logically must assume they are using the 
same program – live in the same world. This is called the ‘principle of charity’. 

The input is very compressed indeed – in fact, it is merely bundles of distinctive features. 
It is pure pattern. The information gained is not ‘decompressed’ from these patterns but 
reproduced anew from them. They are what are minimally necessary to do this – fast and 
dirty. The receiving system can assume that the compressed clues are just what is required 
to discover the source’s systems intentions; the function of the utterance whatever it is. The 
general principle of relevance guarantees this. We have reinterpreted human cognitive relevance 
in terms of algorithmic relevance. Human communication is a special case of how any two or 
more systems in nature function to communicate the information they need.

Four Speculations

I will conclude with four brief suggestions concerning how the informational theory of 
relevance might figure in the further investigation of language, mind and beyond. The first 

suggestion involves analogy. It has long been believed that analogy is at the heart of linguistic 
innovation, both lexical and semantic and syntactic. In cognitive linguistics, metaphor, based 
on underlying analogies, is the fundamental structuring principle of thought, vocabulary and 
syntactico-semantics (Johnson, 1987; Lakoff and Johnson, 1980; Lakoff, 1987; Langacker, 
1987, 1991). My suggestion is that analogy – that some target is structurally isomorphic with 
some source with respect to selected properties – is actually a form of information compression. 
It is the most relevant way to characterize the properties of the target. It vaguely delineates the 
minimum information about the target necessary to achieve the function of characterizing it. It 
says, look at the source in this way, as the most relevant model for information about the target.

The second suggestion concerns Chomsky’s (1995) minimalist program in linguistics. This 
assumes, as a guide for theory construction, that the computational processes which function 
to relate the logical and phonological interfaces are simple and optimal: ‘in the sense that 
particular phenomena are not overdetermined by linguistic principles and that the linguistic 
system is subject to economy restrictions with a least effort flavour’ (Hornstein et al., p. 14; 
see also Boeckx, 2006, pp. 2–5). It is possible that minimalist assumptions fall out from 
a computational principle that all information processing is formally governed by maximal 
relevance.

The third suggestion concerns consciousness, the ‘hard problem’ mentioned above. 
Cognitive science explains mind in terms of sub-personal processes generally inaccessible to 
phenomenological scrutiny; e.g. language or visual processing. By contrast, the phenomenological 
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level is how some of this information processing is finally re-represented as relevant ‘conscious 
experience’; e.g. speech or visual perception. This emerges through selected re-representation 
within information processing by the brain as an analog computer. (Chalmers, 2010, pp. 25f, 
also proposes a ‘dual-aspect information theory’.)

Famously, there is ‘something it is like’ to have mentality (Nagel, 1974). My suggestion is that 
conscious experience is uniquely a biological brain’s information processing at its ‘highest’ 
level of both internal and extended re-representations. This level constitutes the inner and outer 
social worlds of subjective experience as representations embedded within a self-representation; 
which is a proprietary database with its own program. Certainly, consciousness is systemically 
functional in multiple ways (for summary, see Van Gulick, 2014, pp. 18–22). Most importantly, 
there is ongoing inner dialogue with oneself and outer dialogue with others within a society of 
mind-brains which together construct culture. Relevance guarantees that both these dialogues 
constitute functional contexts for the conscious ‘workspace’ (Baars, 1988).

The fourth suggestion goes beyond language and mind. It focuses on the fact that the 
informational theory of relevance as algorithmic complexity, because it is abstract, may be of 
more general philosophical and scientific interest. Aaronson (2011) makes a similar suggestion 
for computational complexity. My main new hypothesis is that relevance is the key mathematical 
property of all systems, because all systems, not just brains, can be construed as physically 
processing information, as analog computers. The general principle of relevance makes them 
dynamic. It motivates their functionality and explains their emergence and change. Nature 
wholly consists of such systems.
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